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**ABSTRACT**

With the advent of multi-core processors, it makes sense to design multithreaded solvers. Nevertheless, implementing such solvers is often a cumbersome task. Indeed, multithreaded SAT solvers are not easy to write, and only experienced programmers should undertake to code for these types of applications. To overcome this problem, we propose a new library that simplifies the design of multi thread solvers. Particular care was given to make efficient the transfer of a large amount of information between solver units. We show that it is easy to implement parallel solvers by using pFACTORY on SAT paradigm. We also experimentally validate that such solvers are competitive against state-of-the-art parallel solvers.

**1. INTRODUCTION**

Nowadays, combinatorial solvers are used in several domains. For example, mathematical conjecture, model checking, and planning are commonly solved using SAT solvers [10]. Nevertheless, problems are increasingly hard to solve, whereas it becomes more and more challenging to improve solvers.

In order to solve more instances within a reasonable amount of time, a basic approach from a technological side consists of running existing solvers on more efficient processing units. This seems to be interesting since Moore’s Law states that processor speeds for computers will double every two years. Moore’s Law may not be able to go on indefinitely, and even if high-tech industry might love to talk about the exponential growth, there are physical limits to the ability to continually improve the overall processing power for computers [17]. Gordon Moore himself, expect it will end by 2025. Thus, instead of increasing computational throughput, processor manufacturers prefer to arrange multiple processors onto the same chip, this referred to as multi-core architecture.

Such a strategy has been followed with some success for solving hard combinatorial problems, as illustrated by the performances of the existing parallel SAT solvers [3]. Basically, these parallel solvers can be divided into two categories: portfolio and divide-and-conquer. Roughly speaking, portfolio solvers try to solve the same formula with different strategies or even different solvers, whereas divide-and-conquer methods divide the original formula into smaller ones being easier to solve [4]. In order to improve their effectiveness, both approaches share information (e.g. learnt clauses).

Even if it seems natural to design parallel solvers in order to take advantage of technological advances, only a few parallel solvers have been designed so far. Indeed, multithreaded applications are generally hard to implement, and only experienced programmers should undertake to code for these kinds of applications. While sharing information between cores seems obvious, in practice we have to deal with a producers/consumers problem (also known as the bounded-buffer problem), and it is crucial to be cautious about the way concurrent accesses are managed. In practice, as reflected by the results of the winner of the 2018 parallel SAT competition, a good communication strategy is one of the key to be successful. It is essential to note that communications can really slow down the unit solver efficiency, which can make parallel solvers far less efficient than sequential solver. Indeed, the way data are exchanged as well as the data
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structures used to manage them, play an essential role in the overall effectiveness of the parallelization. Moreover, most of the parallel strategies request some strong abilities with synchronization, atomic operation, load balancing, and data consistency in order to avoid the common parallel pitfalls such as data-races or deadlocks.

To overcome these disadvantages, we propose PFACTORY, a parallel library designed to support and facilitate the implementation of parallel solvers in C++. It provides robust implementations of parallel algorithms and allows seamlessly sharing mechanisms, divide-and-conquer or portfolio methods. Even if we have the same guideline than the PAINLESS library [6], contrary to it, we are not only restricted to design parallel SAT solvers. More precisely, our library is not related to a specific problem and can very easily be incorporated in order to solve another combinatorial problem. However, due to lack of space, we present in this paper only PFACTORY with SAT solvers. Finally, we try to make our library as least intrusive as possible. To sum up, our contributions are the following:

- We propose PFACTORY, a solver-independent and a problem-independent library that can be used to implement parallel strategies with only a few lines of codes (approximately 10 to 50 lines according to the parallel strategy to implement);
- We define a new communication algorithm and show its robustness compared to other approaches, especially when much information is shared;
- We evaluate our approach on SAT problems showing great performances;

The paper is organized as follows: the next section gives some preliminaries, presents related works and other parallel frameworks. Section 3 shows the concept of our library. In Section 4, we describe the communication algorithm we implemented in our library, and show differences with existing methods. Before concluding, we provide experiments showing competitive results.

## 2. PRELIMINARIES

A CNF formula is a conjunction of clauses built on a finite set of Boolean variables where a clause is a disjunction of literals. A literal is either a Boolean variable (x) or the negation of a Boolean variable (\( \neg x \)). A unit (resp. binary) clause is a clause with only one literal (resp. two literals), called unit literal (resp. binary clause). An interpretation assigns a value from 0, 1 to every Boolean variable, and, following usual compositional rules, naturally extended to a CNF formula. A formula \( \phi \) is consistent or satisfiable when it exists at least one interpretation that satisfies it. This interpretation is then called a model of \( \phi \) and is represented by the set of literals that it satisfies.

SAT is the NP-complete problem that consists in checking whether or not a CNF is satisfiable, i.e. whether or not the CNF has a model. Several techniques have been proposed to tackle this problem in practice. In this paper, we focus on CDCL SAT solvers exploiting the so-called Conflict Driven Clause Learning features (see e.g. [12]) which are currently the most efficient complete SAT solvers. Let us recall briefly the global architecture of a CDCL SAT solver. CDCL solving is a branching search process, where at each step a literal is selected for branching. Usually, the variable is picked w.r.t. the VSIDS heuristic [14] and its value is taken from a vector, called polarity vector, in which the previous value assigned to the variable is stored. Afterwards, Boolean constraint propagation is performed. When a literal and its opposite are propagated, a conflict is reached, a clause is learnt from this conflict and a backjump is executed. These operations are repeated until a solution is found (satisfiable) or the empty clause is derived (unsatisfiable). CDCL SAT solvers can be enhanced by considering restart strategies and deletion policies for learnt clauses. Among the measures used to identify relevant clauses, the Literal Blocked Distance measure (LBD in short) proposed in GLUCOSE is one of the most efficient. Then, as experimentally shown by the authors of [2], clauses with smaller LBD should be considered more relevant.

Parallel solvers can be divided into two categories. On the one hand, portfolio-based approaches [7, 15, 3], run different strategies/heuristics or even solvers concurrently, each on the whole formula. On the other hand, the well-known divide-and-conquer paradigm [9]. In such solvers, the search space is divided into sub-spaces, which are successively sent to sequential solvers running on different processors, so-called
workers. Generally, each time a solver finishes its task (while the others are still working), a load balancing strategy is invoked, which dynamically transfers sub-spaces to this idle worker. The sub-spaces can be defined using the guiding path concept [18], generated statically, i.e., before the search [9], or dynamically, i.e. during the search process [11, 9]. Both methods can share information between sequential solvers. In the case of SAT, learnt clauses are shared between sequential solvers. Since a large number of clauses are learnt through the search process, it is crucial to thoroughly choose the clauses that have to be shared [8, 3]. Furthermore, it is also essential to design carefully the sharing mechanism. However, this task is quite complex to achieve. To remedy this problem, a library, called PAINLESS, has been recently developed [6].

3. GENERAL DESCRIPTION

Like most of the parallel tools, our library, called pFACTORY, is based on an abstraction of parallel processing composed by tasks. More precisely, it is based on the thread library provided by C++11 which gives necessary features to model parallel strategies and to perform communications. In order to make our library solver and problem independent, contrary to PAINLESS, pFACTORY does not require implementation of interfaces. Instead, various objects that implement all functionalities (such as task management, synchronizations and communications) are provided.

```cpp
std::vector< Solver > solvers;
for (int i = 0; i < pFactory::getNbCores(); i++) // Create all solvers
    solvers.push_back( new Solver() );
pFactory::Group * group = new Group( pFactory::getNbCores() ); // Create the group
for (auto solver : solvers)
    solver->setGroup( group ); // Link the group to solvers
group->add( true ); // Create all tasks
return solver->solve();
}
}
group->start( true ); // Start all tasks in concurrent mode
std::cout << group->wait() << std::endl; // Wait and display the return code
```

Fig. 1: A simple concurrent (portfolio) strategy

Our aim is to propose a tool that is accessible, while remaining efficient and which is the least intrusive possible. To show how simple is the implementation of a parallel solver using pFACTORY, we present in the following a concurrent one. Of course, our library allows to implement a divide and conquer solver, but, due to lack of space, we do not present it in this paper.

Figure 1 depicts a simplistic concurrent mode composed of several sequential SAT solvers (we suppose a solver is an instance of the class Solver, which must have at least a public default constructor and a method solve()). This is all the code required to implement a parallel portfolio solver, which clearly shows the library easiness of usage. As highlight by the listing, only few steps are needed to parallelize a sequential solver. The first step is to create the given number of solvers as well as a Group object (lines 1 to 5). The group object is one of the principal components of our library; it allows to execute a set of tasks defined as lambda functions on a given number of threads. In the example, we choose to dynamically set the number of threads (the number of solvers in this case) to the number of physical cores (pFactory::getNbCores()) available on the computer. After the initialization step, the tasks are attached to the group (lines 7-12); in portfolio mode, a task is made of a sequential solver working on the original formula. At the end of this loop, each solver is associated with a task. Obviously for the sake of clarity, this example contains only one type of solver, but it could be easily extended to deal with several types of solver by adding them independently to the group. Moreover, as it is done implicitly by all the other libraries, we assume that the solvers are thread-safe before parallelized them. The solving process is launched using the method start (line 14); which runs the assigned
tasks belonging to the group in parallel (i.e. the lambda function associated with each task). The method can take a Boolean variable as input enabling the concurrent mode; it allows, as soon as a task is completed, to stop all the other running tasks. To be able to achieve this behavior, each solver needs to know its group (line 8); this way, with a slight modification, solvers can stop their search. For example, this can be done at each decision and/or conflict by adding this line in the solver we search to parallelize: if (group->isStopped()) return UNDEF; Finally, the method group->wait() returns the value requested within the lambda function when it finishes its work (SAT or UNSAT for example).

4. COMMUNICATIONS

In a collaborative behavior, it is often the case that making possible communication between agents helps to improve group effectiveness. Indeed, it is well known that sharing learned clauses between solvers allows to improve the effectiveness of parallel SAT solvers. In this case, clause sharing can be viewed as the well known producers/consumers problem, where all producers are also consumers (considering every solver send their clauses to the others). In SAT, because of the abundance of clauses that are learned by the solvers (approximately $10^4$ clauses per second), a special care is required to avoid a bottleneck at the communication level. Before explaining our method, we introduce the communication algorithms used in two state-of-the-art SAT solvers [3,6].

Communications in Syrup

In Syrup [3], clauses are exported using a buffer of limited size (by default the size is set to 0.4MB $\times$ the number of threads) located in the shared memory, and a clause is removed from the buffer when all threads have imported it. Hence, when the buffer is full, oldest clauses that should have been exchanged are discarded and consequently not exported (even if it was not yet sent to all threads). The approach, therefore, prevents an overload of the shared memory.

Each clause is copied in the buffer (by value) with some extra information (its size and its source) and a specific value saving the number of times it has been imported. This last value allows detecting when a clause must be removed from the buffer, i.e. when this value is equal to the number of thread minus 1. Furthermore, a pointer is used to know the position of the last exported clause. Since it is a cyclic buffer, when this pointer is at the end, it comes back at the beginning and overwrites the oldest clauses. Finally, all operations done on the buffer are protected by a unique mutex.

Communications in Painless

Painless [6] uses the communication algorithm proposed in [13], which try to reduce the critical section in order to avoid a bottleneck due to concurrent accesses of threads. For this purpose, each solver thread holds two buffers (of unlimited sizes): one for exportation and one for importation. In addition, data exchange is realized using a dedicated thread, called sharer. According to the exchange strategy, the sharer method gets clauses from the producers (exportation buffers) and copy (their pointer) to the consumers (importation buffers). The originality of this algorithm is its critical section, the buffers are not protected by a mutex but by a compare-and-swap instruction. It compares the content of a memory location P with a given value old. If they are the same, it changes the contents of P by a new value. Since this instruction may fail and therefore not write the new value in the memory location, it is encapsulated into a while loop.

pFACTORY communications

In Syrup, because the unique mutex, there is a high possibility of bottleneck. The cost to verify if a clause has already been shared can be important. Moreover, the clauses are copied literal by literal, whereas a copy of the address could have been faster. Even if Painless tries to correct the Syrup drawbacks with multiple
buffers and copy of addresses, the busy waiting loop per data exchanged (compare-and-swap) can potentially lead to a high CPU consumption. Moreover, the dedicated thread sharer of PAINLESS moves data from exported buffers to imported ones every 0.5 seconds. But, sharing clauses as soon as possible among search units can provide better results [1]. Therefore, the problem is, without considering the copy time, some shared clauses can have an additional delay of transmission of 0.5 seconds. To avoid such pitfalls, we propose a new communication algorithm that considers some advantages of PAINLESS (several buffers) and SYRUP (the use of a mutex).

\[
\begin{array}{c|cccc|cccc}
\text{Thread 1} & d_1^1 & d_2^1 & d_3^1 & d_4^1 & d_1^2 & d_2^2 & d_3^2 & d_4^2 \\
\text{Thread 2} & & & & & \text{(Threads 1, 3 and 4)} & & & \\
\text{Thread 3} & d_1^3 & d_2^3 & d_3^3 & \text{(Threads 1, 2 and 4)} & & & & \\
\text{Thread 4} & d_1^4 & d_2^4 & d_3^4 & d_4^4 & \text{(Threads 1 and 2)} & & & \\
\end{array}
\]

**Fig. 2:** Buffers of the pFACTORY communication algorithm

**Algorithm** In our approach, each thread \( i \) uses a buffer containing all data sent by the \( i^{th} \) thread. Figure 2 illustrates these buffers with \( 4 \) threads. Thus, to exchange all data, each thread \( i \) has to get the data present in buffers of threads \( j \) s.t. \( j \neq i \). To do this, each thread \( i \) knows the positions in its buffer of other threads \( j \). These positions designate data that were already imported and those that are not. In Figure 2, when we focus on the buffer of first thread, we can see that it has sent 7 data \((d_1^1, \ldots, d_1^7)\). At this time, some other threads have already received some data from the thread 1 \((d_1^1, d_1^2, d_1^3)\) and \( d_i^4 \) for the thread 2, \( d_i^4, \ldots, d_i^7 \) for the thread 3 and (nothing) for the thread 4). Threads 2, 3 and 4 have sent, respectively, no data, 3 data \((d_3^1, d_3^6, d_3^7)\) and 6 data \((d_4^1, \ldots, d_4^6)\).

Each buffer is protected by a mutex, i.e. each operation (adding/removing) in the buffer is realized inside of a lock/unlock part with this mutex. A send operation from a thread is performed by putting the data at the end of its buffer. Receiving operations are more complex. A new temporary reception buffer has to be used to store the addresses of collected data. For a thread \( i \) wishing to collect data, we iterate on the other threads \( j \) s.t. \( j \neq i \) and execute the following functions:

- **collectData()**: Get the position \( p \) of the thread \( i \) in the buffer of \( j \). All data from \( p \) to the end of the buffer are added in the reception buffer of \( i \).
- **updatePosition()**: Recall that each thread \( i \) knows the positions in its buffer of others threads. To be able to delete data received by all threads, we also need to get the thread \( b \) that collected less data (the more left thread in the buffer of \( i \) in Figure 2, \( b = 4 \) when \( i = 1 \) for example). Another queue of threads (one by buffer) is then used to keep at any time the order of the thread positions (of each buffer). Queues are updated by moving to the end the thread that just gets data using function *collectData()*.
- **removeData()**: When the most backward thread is at position \( b \) in the buffer \( i \), data from the beginning to the position \( b \) can be removed from the buffer. Indeed, these data were already received by all other threads. Note that, when \( b \) is at the end of the buffer, all data can be deleted (all threads have already received all data).

For each buffer, the critical section is composed of these three functions. The size of critical sections has an important impact on the sharing efficacy. For this purpose, we use data structures based on a double-ended queue to remove element in constant time. Note also that the number of operations of each function is minimal (the number of data to receive for **collectData()**, 4 operations for **updatePosition()** and
the learnt clauses. Finally, the temporary reception buffer and the copy of addresses also helps to ensure the best possible performances.

**Communicators** To make user-friendly the usage of communications, our library contains an object called `Communicator<T>` using templates. The object allows to implement any communication algorithms and its two main operations (send() and recv()) are drawn from MPI (Message Passing Interface). The template allows defining the type of the data to be exchanged and to choose if the copy is done by values (for primitive type) or by addresses (for more complex type). Hence, memory management is left to the user. The following line shows the creation of a communicator used to share clauses in any Minisat [5] like solver (glucose [2], Maple): `pFactory::Communicator<vec<Lit>*>* clausesCommunicator = new MultipleQueuesCommunicator<vec<Lit>*>(group);`

In this example, clauses are represented by vectors of literals (vec<Lit>*) like in MINISAT-based solvers and the star (*) shows that the copy is done by addresses. Note that vec<Lit> is a template argument and can be changed to another type (<int*>, <char*>, ...) in others applications. The communicator is associated with a group (parameter of the constructor). Using this technique, one can add as many communicators as needed and associate them to different groups. To exchange information between workers, one has to use the functions send(vec<Lit>*) and/or recvAll(vec<Lit>*) where the parameters are, respectively, the clause to send and the vector of all clauses to receive.

5. EXPERIMENTS

The experiments conducted in this section were run on a computer containing 4 Xeon processors. Each processor has 20 cores at 2.4 GHz, making 80 cores available per solver per instance. The runtime limit was set to 900 seconds for each instance and the memory limit was set to 768 GB. All data (source code, logs, ...) are available here [https://bit.ly/2W6WqJr](https://bit.ly/2W6WqJr). The library is available at [http://github.com/crillab/pfactory](http://github.com/crillab/pfactory). In order to make the experimental evaluation fair, all the parallel solvers implemented in this paper are based on the same sequential SAT solver: GLUCOSE 4.1. These solvers are: PAINLESS-GLUCOSE (the authors kindly provided a GLUCOSE-based version), SYRUP [3] (the official parallel version of GLUCOSE) and our solver, called PFACTORY-GLUCOSE. The same strategy as the one used in SYRUP [3] has been implemented to share the learnt clauses.

![Graphs showing the comparison between different solvers](image)

<table>
<thead>
<tr>
<th>SAT Competition</th>
<th>2015</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solver</td>
<td>SAT</td>
<td>UNSAT</td>
</tr>
<tr>
<td>GLUCOSE</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>PAINLESS-GLUCOSE</td>
<td>42</td>
<td>32</td>
</tr>
<tr>
<td>SYRUP</td>
<td>43</td>
<td>32</td>
</tr>
<tr>
<td>PFACTORY-GLUCOSE</td>
<td>49</td>
<td>32</td>
</tr>
</tbody>
</table>

(c) Number of instances solved
6. CONCLUSION

We have presented pFACTORY, a library designed to make simple and efficient implementation of parallel solvers. The library is the least intrusive possible and involved few modifications inside the embedded solver. As designated in the experimental section, pFACTORY also provides a simple but extremely effective communication unit. Of course, our library is not only related to SAT problems. One can use it on other kinds of combinatorial problems, CP (Constraint Programming) and SMT (SATisfiability Modulo Theory) for example. Since we want to help the user in the development of parallel solvers, we are aiming to design other generic tools like an object in charge of the creation of subproblems independently of the kind of solved...
problems in the context of divide-and-conquer parallel paradigm. Finally, we also plan to extend our library in a distributed environment (data exchange among different computers by message passing).

Fig. 4: Study of the communication costs on SAT’15 instances (parallel track). Fig. 4a shows some box-and-whisker plots on the percentage of CPU usage of communications and Fig. 4b displays a cactus plot on the number of imported clauses per second for the intersection of the unsolved instances by the three solvers during 100 seconds.
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